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Abstract:In order to realize classification and recognition for the high dimensional redundancy
and uncertain data monitored by wireless sensor network, a BP neural network data classifier
model optimized by genetic algorithm and rough set is proposed, and then a classification algo-
rithm of data mining is formed. In the model, attribute reduction algorithm of rough set theory
is used to delete redundant attribute of training samples, and then genetic algorithm is used to
optimize weights and threshold values, and carry out neural network learning. The classifica-
tion algorithm of data mining has better learning speed, and can improve the efficiency of data
classification in wireless sensor network.
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The monitoring data collected by sensor node is
high dimension, redundancy and uncertain. If the
monitoring data is transmitted directly to central
server,large amounts of data transmission will cost

precious network energy,and bandwidth occupation
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is bigger also, which can’t handle the situation of a
lot of sensors 7. Before transmitting data it is nec-
essary to classify the huge monitoring data,so as to
reduce the monitoring data transmission, make use
of wireless sensor network precious energy efficient-
ly,and lengthen the life cycle of wireless sensor net-
work.

The purpose of classification is to construct a
classification function or classification model (also
known as classifier) according to the characteristics
of the data set,and this model can put the unknown
sample mapping to a given category. Artificial neural
network has widely used in the classification field.

However, the common BP neural network has the
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problem of slow convergence speed and low accura-
cy,easily falls into the local minimum value. Espe-
cially in high dimensional data characteristics infor-
mation is huge, which often can’'t meet the request
of fast convergence and accuracy diagnosis,so its ap-
plication is restricted in the areas of classification.
To solve these problems.many scholars have studied
in this area. In literature[ 2 ~4 |, genetic algorithm
was used to improved BP network learning algo-
rithm. In literature [ 5, 6 ], a algorithm was pro-
posed, which integrated the rough sets and neural
network. In the paper,we proposed a BP neural net-
work classifier model, which based on the rough set

theory and genetic algorithm.
1 BP neural network structure and rough set

1.1 BP neural network structure

The BP neural network we used has three lay-
ers: input layer, hidden layer and output layer, and
the node number of the three layer isn,h andm . As-
suming X = (21205 52,) v Z = (215255 sz 7
Y = (y15y55**+y,,) " denote input layer,hidden layer
and output layer vector,respectively,and W = (wy, ,
wiy st swy, ) and Vo= (v ,v1.50,, )" denote
weights between nodes from input layer to hidden
layer and from hidden layer to output layer, respec-
tively. Y= (31 ,3,5"+3,.) "denotes expected output
value of output layer. The incentive function f (%)
of output nodes adopts the Sigmoid function, the ex-
pression is:

1

1+e"
1.2 Basic knowledge of rough set

flax) = D

Attribute reduction is a core topic of rough set,
and its main function is to delete the unimportant or
irrelevant attributes under the condition of keeping
information system classification,and then make the
classification more effective. Here are some concepts
and define of rough set.

1.2.1

Information system is denoted by the four tuple
S = WU,A.V,f) ,among them U = {x,, 25,2, )

is domain, which is the nonempty finite set of study

Information system'®

object. A = {a;.,as.*"*,a,} is [inite nonempty set of

object properties. V.= |J wv,,v, denotes the range of
YacA

attribute a; f = U X A — V' is information function, name-
ly, Vx e U,Va & A, f(x,a) € v,denotes the value of
objects x on attribute a . If D,C denote decision attribute
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set and conditional attribute,respectively,and A= C |J D,
C N D= J ,then the information system is also called
the decision system.
1. 2.2 Equivalence relation
In information system S, B C A is any subset of
attributes, the equivalence relation of domain U is
denoted by the statement:
IND(B) = {(z;.,x,) €e UXU:Vbe B, f(a;,
x,) = f(a.x,) ). (2)
Where x; .2, € U and j 7 k. The equivalence
IND(B) partition of
U/IND (B) ,abbreviated asU/B :
U/B={X,.X,,",X,}. (3)
X.is the set got by B ,and satisfied the state-

m

ment: U=U X,,.X; N X, =.X,.X;, = J.i,j €
i=1
[1,m].

1. 2.3 Attributes reduction and core

universe U denoted as

[7]

In information system S there is a equivalent
relation family B,b € B, if IND(B) is equal to
IND (B — {b}) ,then the attribute b is redundant in
B ,otherwise b is necessary. All the necessary attrib-
utes of B is formed the kernel of B, denoted as
core (B) ,and the nucleus is the only. For C Z B ,if
each attribute in C is necessary,and the IND(C) =
IND (B) ,then Cis a reduction of B ,denoted as C €
core(B) . All reduction of B is denoted red (B) ,and
attribute reduction is not unique. The kernel of B is
intersection of all reduction, core(B) = () red(B) .
1.2.4 Positive region

IND (B) is an equivalence relation on the do-
main U ,for any X & U , the B positive regions of X
is defined as

POS; (X)) =U (X, | X, € U/B,X, < X). 4

2 Rough set genetic neural network classifier
model

Genetic algorithm is used to train neural net-
work to form genetic neural network, and then the
global optimization weights and threshold value are
got; the attribute reduction is used to reduce data of
inputting by genetic neural network, and then the
representative decision attributes are chosen to learn
and predict genetic neural network algorithm. The
trained neural network algorithm is integrated in the
sensor on the base station,so as to shorten the data
processing time and improve the accuracy of classifi-
cation. Rough set genetic neural network classifier
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model is shown in figure 1.

Input the training
sample

Input the test
sample

¢ l

Classify by BP
network patterns

Training and L
Output the

constructing the
genetic neural network classifier result

Attribute reduction

Fig. 1  Classifier model of rough set and genetic neural

network
3 Data mining classification algorithm

When the classifier model is constructed, then
data mining algorithm based on rough set neural
network is formed. The algorithm is formed by two
important parts, namely rough set attribute reduc-
tion module and genetic algorithm to optimize the
neural network module.

3.1 Rough set attribute reduction

Before the neural network learning,it is neces-
sary to attribute reduction high dimensional data by
rough sets algorithm, eliminate impracticably infor-
mation, simplify the neural network input, and im-
prove the real-time and detection efficiency.

3.1. 1

rithm

Continuum attribute discretization algo-

The discretization method that reduces the
number of attribute values of sensor data can reduce
the complexity of the problem and improve the fit-
ness of knowledge. We use universal unsupervised e-
quidistance partition algorithm'®' to make continu-
ous data better converted into discrete data.

3.1.2 The rough set attribute reduction algorithm
The division of the class merging rough set at-

tribute reduction algorithm"®*-

s improved algorithm
proceduresis as follows:

Step 1 Seek the domain condition attribute and
decisionmaking classification:

U/C={X,,,X,},.U/D=1{Y,,+.Y,};

Step 2 Ask out positive region of decision at-
tribute D (or POS;, (X) is positive region) : { X, ",
X,.} »where r < m;

Step 3 For {X,.-, X, } saccording to whether
it belong to positive region of the decision to classi
fysand to find out all kinds of representative cell
{I/l oo %Tlm } ;

Step 4 The representative cells {x’y ===, 2, }

PR . . 4
compose new decision information systems S =
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{U".CUD.V,f};

Step 5 In the positive region of all decision,seek
the min properties subset where interior representa-
tive cells can merge and exterior ones can not
merge. In the minus regionsseek the min properties
subset where interior representative cells can merge
while positive region representative cells cannot. A-
bove two kinds of attributes subset is all reduction
attribute of conditions attributes D .

3.2 Genetic algorithm to optimize the neural net-
work

We use the genetic operation (selection, cross-
over and mutation) to find the optimal BP neural
network weights and threshold valuesand then use
BP neural network model for local optimization, so
as to get global optimum weights and threshold of
the BP neural network.

Here the following steps to achieve the optimi-
zation of genetic algorithm for neural network con-
nection weights and threshold value.

Step 1 BP neural network weights, threshold
value coding and initial population.

All weights and threshold value of optimization
of the neural network are as a group of chromo-
somes of genetic algorithm,and using the floating-
point coding to code them respectively. Each individ-
ual encoded is a chromosome, which length is L =
n*xh-+h*m-+h-+m ,where h is hidden layer node
number, m is output number,and 7 is input number.

Step 2 The determination of fitness function.

One important performance of BP network per-
formance is the error square sum of the output value
of the network and the expected output value,if the
error square sum is the minimum then it said the
network performance is good. So fitness function can
be defined as equation (5):

f=C—e=C— > (y—y)% (5

i=1
Where C is a constant, y, is the expected output of
the sample 7. y; is the actual output of sample i and
N is the number of learning sample.

Step 3 Selectionscrossover and mutation opera-
tions to get new population.

Selections are the operations of selecting indi-
viduals, whose fitness is highs and eliminating indi-
viduals of poor quality from the population. Selec
tion operators use classical " roulette' algorithm,
which is shown as equation (6).
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b= f/ D) (6)

i=1
where n is the population scale, f; is the fitness of

the ith individual.

This operation uses the method of real linear
cross because chromosome individual is coded by re-
al data. LLet @, and a, be the parent individuals,so the
son individuals after cross §; 3, are generated by e-
quation (7).

B =21 + (1 —Daz>s
B =Aa: + (1 —2ai
whered € [0,1] is a parameter and it is changing

7

with evolution generations.

Variation is the operation change of the gene
value of some individual string in chromosome
group. Individual « is generated by equation (8)

a+ 7 (a— amx) (1 — g/ gmax) 0 >=0.5,
a+ 7 (amn —a) (1 — g/ Q) »0 < 0.5,
(8)
where 0 is a random number and the value is be-
tween 0 and 1, », is a random number to0, au.. and
amn are up bound and low bound of gene value of
chromosome. g is the current generations and g . 1S
the max generations.

After the operations of selection, crossover and
mutation, new generation of population is achieved
and the specified genetic algebra is turned to Step 4,
or turned to Step 2.

Step 4
is coded as initial weights and threshold of BP neu-

The individual genes value got by GA

ral network.

Step 5 BP network spreads positively, Positive
calculation hidden units and the output of the output
layer were made. If the error of output unit meets
the demand of precision, then it prove that the ini-
tialized weights and threshold value are the best, so
finish that the network training,or turns to Step 6.

Step 6 BP network spread & back propagation,
Reverse adjust hidden layer to the output layer, in-
put layer to hidden connection weights and thresh-
old were made,then turns to Step 5.

According to the above algorithm process, the
flow chart of genetic algorithm (GA) of the BP neu-

ral network is shown as figure 2.
4 Simulation experiment

Based on literature [ 10] 20 mine environmental

sample data were as an original data sets, using
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MATLARB genetic algorithm packets and neural net-
work relevant function programming tool kit real-
ized BP algorithm. And the rough set BP neural net-
work algorithm was based on rough sets and genetic
neural network algorithm(Table 1). The BP neural
network has three layers of error back propagation
prior BP neural network,its structure is 8-5-1; GA
parameter is that weight initialization space is [ 1.
1], the initial population size is 50, genetic algebra is
180, studying accuracy is 10-6sand other parameters
are default values. In literature[ 10] original data set
containd 500 samples data through discrete. Then
the 500 sample data set is divided into 300 training
data sets and 200 test data sets.

| Input sample data ‘ Ndividual decoding is
optimal and the BP
i | network initial
Generate BP \»’elghlls 'gnd threshold
network weights, is optimized
threshold coding and l
population
] o Spread BP network
Compute individual positively
™ fitness in the *
population
[ Satisfy the

accuracy
Select, crossover and requirement
mutation operations

to get new population

i S : :
pread BPnetwork ||End
yes| — | negatively

Achieve genetic
generations

Fig. 2 Flow chart of optimized BP neural network by ge-

netic algorithm

Table 1 Result of experiments
Samples Times of Correct
Performance identificat-  network rate
ed traning %
BP network 30 98 75
Rough set BP network 36 51 90
Genetic  neural network 33 25 95

Based on Rough set

After a period of time of MATLAB engine
starting s BP network can identify wireless sensor da-
ta,because the convergence speed of the BP network
is slows, and it needs a long training time. Using
rough set simplified the BP neural network can re-
duce training time greatly. And the BP neural net-
work based on rough set not only contract with the
dimensions of input datasand combined with the ge-
netic algorithm, so the time needed for training is
shortsand responsed immediately for test data.

(F# % 136 W Continue on page 136)
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To sum up,BP network based on rough set ge- of rough sets — neural network theory to mine ventila-
netic algorithm has high accuracy identification, its tion system evaluation[J]. Chongqing University »2011,
speed is fast, and generalization ability is strong, 34(9):90-94.
therefore,it is a promising classification method. [6] Hong Y H. Stdudy on distributed date mining algorithm

in wireless sensor networks[J]. Computer Simulation,
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