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The superlinearly convergent feasible methods for nonlinearly constrained optimization

problems are an important research subject in both theory and practice. Recently the researches are

conducted in a deepgoing and systematic way, and some new results are obtained, such as SQP

type: sequential systems of linear equations type and explicit search directions type. The recent re—

sults about the feasible SQ P type methods areintroduced. The superlinear convergence of the previ-

ous algorithmsis unitedly analyzed by a new SQ P extension model.
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The most basic feature and claim about an algo—
rithm for optimal problems are that the algorithm
should have convergence in theory, i e. approximate
the solution infinitely. However, the application of
high technologies in the economic activities raises a
higher demand on algorithms in rate of convergence
The researches on superlinearly convergent algorithms
have not only strongly applied value, but also impor-
tant theoretically significance to the development of
the subject itself. Since most of the previous superlin—
early convergent algorithms made use of the penalty
functions as the effect functions, the iterative points
and approximate solutions are infeasible. But some

practical problems usually strictly demand that the it-
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nonlinear constraint, optimization, feasible methods, superlinear convergence.

SQP

SQP

erative points and approximate solutions are feasible or
partially feasible- In order to solve this contradiction,

Panier and Tits''first put forward a superlinearly con—
vergent feasible method in 1987, and then this subject
was paid attention gradually. Many scholars™ ™ have
made deepgoing systematically researches. According
to the technique of producing the master search direc—
tions, these methods may be divided into three types

SQP type™ "
type ™!

I, sequential systems of linear equations
“and explicit search directions type'*'".

In order to reveal the internal relations of these
algorithms in theory and make the scholars and read-
ers be interested in this subject and know more about
the research situation and recent results, we are going
to introduce these research results and progresses in
two parts. The feasible methods of SQP type will be
introduced in part] , and the methods of QPofree type

in partH (a separated paper)-
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1 A SQP extension model and its convergence
rate

Generally, a nonlinearly optimal model with gen—
eral constraints can be expressed as follows.

min{fo(x)| fi (x}<< 0,i€ I fi(x)= 0,jE J},
(L 1)

(1,2, ,m},J= {m+ 1,m+ 2, m+

[}. In order to overcome effectively the Maratos ef-

where I=

fect, and adapt various initial points, many authors
have made correction, improvement and extension’” *’
to the previous quadratic programming ( QP). To de-
scribe and analyze unitedly these methods and their
rate of convergence, a more wideranging kind of QP
model isintroduced in this section. For a current itera-
tive pointxk, choose index sets Tk, Lk ,L?Q LA J
J, parametera, and function

Fo = fo(x) - a;Tf./(x). (1.2

Let Bx be a given approximate matrix, we con—

struct a more wide—ranging QP as follows
min Fy () d+ Sd' Bed (1. 3a)

st fitd)+ Ve Ta< W€ Lo, (1. 4b)

fix)+ Vah'd= b€ Li. (1.50)

Based on QP( 1. 3), combining the correction di—
rection of overcoming the Maratos effect, and ensuring
the feasible descent as well as the global convergence,
we give a more general SQP type frame of solving
Problem (1. 1), and call it a sequential quadratic pro—
gramming extension model ( SQ PEM).

Algorithm 1. - SQPEM""’

Step 1
tain conditions (asxle R or satisfying certain feasibil-

ity),initial matrix B1, k: = 1.

L L .
Choose an initial point x to satisfy cer—

Step 2 For the current iterative point x*, deter—
mine Tk, Lk ,L? and parameterav,}f ,find a K-T point
ds of QP(L 3).

Step 3  Produce a correcting direction dy by cer-
tain technique.

Step 4 Let = X d+ db, produce a new
matrix Bi 1 ,letk = k+ 1, and go back to Step 2.

Assumption 1. 2

(i) Functions fo (x),fi(x) € C,j€ L;

(ii) If the accumulation point X of the sequence
{xk} produced by Algorithm 1. 1is a K-T point of
Problem( 1. 1), then the second-order sufficent condi-
tions for optimality hold at K=" pair (x u);

FEAtE 2025 5A 9K 20

(iii) The strict com plementarity condition of Prob-
lem(L 1) holds at KT pair (X* L ).

Assumption 1. 3

(1) The total sequence {xk} generated by Algo—
rithm L 1 converges to aK T pointX of Problem (1.
1), and the non-degenerate condition holds atx” ;

(i) The following relations are satisfied
limdb="0, limlf = 0¥ j),lldill = o(llavll).

(1.6

(i) Let L= (€ LeU Lil fi(X+ Vi (x"Yd
= K}, and - = (€ Ll f;(x" )= 0}, suppose that
the following relations hold for & large enough,

L= L & L . (1.7)

Letd be aK-T multiplier of Problem (L 1) cor—
responding tox , denote

g(x)= Vfi(x),j€ L;N(x)= (g(x).j€
L), 4= (g(x").jE L), (L 8)

Re= B — Av(AkA) "4,

B(x )= Vifo(x )+ %} w VL)
L

(L.9)
Theorem 1. 4" Suppose that Assumption 1. 2(1,
i) and Assumption 1. 3 hold, then(i) If
WR(Bi — B(x ,u ))Redbll = o(lldblly, (1. 10)
I = (4,;€ L Hll= o(lldll), (1. 11)
then Algorithm 1. 1is two-step superlinearly conver—
gent,i. e

I ' = X = o(llx ' = X" 1I). (1. 12)

(ii) Algorithm 1. 1 is one-step superlinearly con—

vergent, 1. e

IxX* "= x = o(llx* = x" I, (1. 13)
if and only if Relation( 1. 9) and
R« (Bk — B(x ,u ))doll= o(lldll), (1. 14

hold true.

In many practical algorithms, Assumption 1. 2 is
usually supposed true, and Assumption 1. 3is satisfied
by choosing suitable correcting direction di and line

search tech nique.

2  The feasible methods with feasible initial
points

The main idea of various feasible methods is how
to construct the correcting directiond' and select effect
function as well as search method for determining step
size, so that Algorithm 1. 1 possesses global conver—
gence and so on, meanwhile, the step size | can be ac—

cepted in a neighbourhood of X . In this paper, except

o

for spedal explanation, itis supposed thatJ= Ti= Lk
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= Ne= (LL-,1)".
Problem( 1. 1) is given below.

The basic assumption of

Assumption 2. 1  Some non-degenerate con—
straint conditions ( N DCC) for Problem (1. 1) hold
true.

Earlier feasible SQP method was given by Panier
and Tits'''in 1987, which can be described below.

Algorithm 2. 2— Panier-Tits method "’

Step 1 Select parameters M > 0,1€ (0,_;) U
€ (0,1),V> 2Ws 2 f€ (2,3). Let i= 0,V i€
Lx'€ X2 (x€ R fi(x< 0,i€ I}, BE R ",
k= 1.

Step2 Let Tk = Ii =N Li = I, calculate a
K Tpomtdl of QP(1.3). Ifds= 0, stop, andx' isa
K-T point of Problem(1. 1);if QP(1 3) has no K-T
point or ldill > M orIBidill> NIdIZ | go to Step 4

Step 3 Computeakl.

(i) Solve the quadratic programming given below
to obtain a K -T point &',

min go(x') d+ —dBid,

st i)+ @) a< - IV, Vi€ 1.

If &' exists, and

a1 M0 = go(xk)Tdk< min{ — ||cfb||w, -
e I™y,
then go to (ii), othwerwise go to Step 4.

(i1) Solve the following quadratic programming
n{—élldll‘i\fj(x" v odY g () d = -
||cf6||[,j€ I}, to get a solutiond , where I is the ac—
tive constraint set of quadratic programming in (i). I
@ exists, and 1 d K I & ||,g0 to Step 3; otherwise,
go to Step 4

Step 4 Generate a“ first-order” feasible descent
direction (]k by an auxiliary method, let d= (]k,zf = 0,
0 = go(x")'d".

Step 5 Line search. Compute the first numberA+
of sequence { LUU,... } satisfying

Fo(xX'+ A+ NAY fo(x*)+ MO, fi(x"+
A+ NAH< 0V i€ .

&ep6 Letxk+1=x+ Md + >\ai{k 1,
and generate a new matrix Be 1 by some methods,
then go back to Step 2

In addition to ensure the global convergence of
the sequence points generated by the auxiliary
method, the “ first-order” feasible descent direction
guaranteed Algorithm 2 2 to possess strong conver—
gence under suitable assumptions. Its characters were
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given in References[ 1~ 3.

Algorithm 2. 3~ Jian method”’

It is obvious that Algorithm 2. 2 needs to solve 3
~ 4 QPs at each iteration( According to Reference[1],
one QP needs to be solved in order to get the® first-or—
de?’ feasible descent directiong’), the amount of com—
putation is too much and the construction is complex.
Jian J B”) had made a modification for Algorithm 2. 2
in 1992,

Step 1 Select parameters 1€ (0, _) U (o,
1), Ws 2, fe (2,3). Lei= 0,V i€ Lx'€ XL
(x€ Rl fi(x)< 0},B1€ R"", k= 1.

Sep2 LetTi= LI=N,Li =
K-T pointds of QP(1.3). Ifds = 0, stop,and x" isa
K -T point of Problem(1. 1);if QP( 1. 3) has no K-T
point or IBrdbll > ||a#6||_£ , go to Step 5.

I, calculate a

Step 3 Compute revised direction di: com pute

L= (€ 1+ g@x)di= 0}, 4=
(9 (x").Jj€ k),
df =

{- A(ALA) N+ 7YY, f det (A7 407 0
0, if det( 4 4) = 0
7= (& dhyjEe 1.

Step 4 Seeking search. If

Or= go(x*)"d6< min{— I, — lldb+ &I},

fo(x + dot d) fo(x)+ B, fi(x"+ do+
)< 0,V jE I,

then letAc = 1, g0 to Step 7 else go to Step 5.

Step 5 It is similar to Step 4 of Algorithm 2. 2,
but letdo = qk,dﬁz
Step 6  Line search. Compute the first numberA

of the sequence { LU ...} satisfying
fo(x'+ o)< fo(x")+ Wgo(x")'dh, fi(x"+
Adh)<< 0.V jE I
Step 7 Letx* '= x'+ Mdb+ Mdh,
are the same as Step 6 of Algorithm 2. 2.
Algorithm 2. 4 Gao-Wu method"’
In 1995, Gao Z Y and Wu F modified the method

in Reference[1] by the€—pivoting operation, and they

the others

used the new updating formula given by Pantoja—
in 1991 to produce matrix Bk 1 , thus Rela—
tion (1. 14

Mayne[lg]
) holds true, and the one-step superlinear
conv ergence was attainable The main steps are given
below .

Steps 1 and2 They are the same as Steps 1, 2 of
Algorithm 2. 2.

Step 3 Computea*l- Find parameter%> Oby the
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X pivoting operation such that det (AkTAk)> X, where
A= (g().jE€ Jy).Jy= (€ 110< - fi ()=
X}

(i) Compute

d= dv+ AAl4) (- lldll'e).

If

= go(x)'d > min{— lldbIl', - 141"y,
go to Step 4

(i) Compute k = (€ 11 fi(x")+ g ") db=
0} and

= A A A (= Ndll'e- TGE+ d)). 7 (6

4 LG5+ d) € I
v 4= 0 € AL,
it 1= 11l letd = 0. Go to Step 5.

Steps 4.5 and 6 They are the same as Steps 4,
5,6 of Algorithm 2 2.

Now we discuss unitedly the convergence of Al-
gorithms 2. 2= 2. 4 as follows.

Assumption 2. 5 The iteration sequence {x"}
possesses an accumlation pointx* .

Assumption 2. 6
definite in the subspace K = (dl g; (x* )Td = 0,/€
L }, and Relation (1. 14) holds true.

Theorem 2. 7 (i) Suppose that Assumptions 1.
2(i) and 2 1 hold. Then Algorithms 2 2~ 2 4 are all

globally convergent,i. e each accumlation point X of

Jim Be = B+ B is positive

iterative sequence {xk} is a K-T point of Problem( 1.
1).

(ii) ¥ Assumptions 2 1,2 5 and 1. 2 (i, ii) hold,
then Algorithms 2. 2~ 2. 4 are all strongly conver—
gent, i e. *])i\,rpxk = x

(i) If Assumptions 1. 2, 21, 2. 5 and 2 6 all
hold, then Assumption 1. 3 holds too. Furthermore,
Algorithms 2. 2~ 2 4 are all one-step superlinearly
convergent.

Proof  References [ 1, 2, 8] proved respectively
that the step size of all Algorithms 2. 2~ 2. 4 equal one
when k large enough, and the auxiliary “ first-order”
direction ¢ needs not to be calculated. In Algorithms

) ) ) P k
2 2, 2 4, the iteration formulae are given asx™ = X

de

£
+ d+ d= X'+ &+ (d - di+ D)= X'+ di+
di ,and it s not difficult to know that!ldill= o(lldbl?)
from the corresponding proof in References|[1, 2, 8].

On the other hand, the other requirements of As-

sumption 1. 3 had been proved in the relevant refer—

ences. So we can confirm Theorem 2. 7 from Theorem
1. 4.
JEAFE 2002F 5H % 9KH 2

In 1996, Gao'' also gave a one-step superlinearly
conv ergent feasible method by using two systems of
linear equations to produce the updating directiond' .

Remark 1
References|[1, 2], under Relation (1. 10), only one got

In the relevant references, such as

two-step superlinear comvergence, but with the ap-
pearance of new updating formulae satisfying Relation
(1. 14) (such as Reference[19]), the convergence rate
of these algorithms can be one-step superlinear-.

Algorithm 2. 8 Gao-Wu method”’

Because matrix Br needn t to be positive definite
in Algorithms 2. 2= 2. 4, the auxiliary direction needs
to be computed in a finite number of iterations. In
1997, under the assumption that Br is uniformly posi—
tive definite, Gao and Wu'"" presented a curve search
feasible method without the auxiliary direction, it is
given as follows

Step 1 Selectx' € X ,a positive definite matrix

Bi. parameters UE (0, 1), TE (0,—%), f€ (2,3);
and functions i = 0,Yj€ I, letk= 1.

Step2 Let Tr= L= Li = [, solve QP(L
3) toget aK-T pointa/r;, let Ik be its active constraint
set. If db= 0, thenx"is a K-T point of Problem(1. 1),
stop.

Step 3 Compute direction.

d'= dv— dgdle, d= - d(Ildl'er 7°), where

dbll (d0) Bedb 4

S FATE P Qgo(x").7]

{f,-(x"+ d).j<€ I,
0,j€ Nk,

O = (N&)'N@) +
diag(— /5 (x"),j€ I).

1N > NN, letd = 0.

Step 4 Line search. It is the same as Step 5 of
Algorithm 2. 2.

Step S Generate a new positive definite matrix
Bis 1, others are similar to Step 6 of Algorithm 2 2.

The convergence and convergence rate of Algo—

Do) 'N ()", D

rithm 2. 8 can be seen from Theorem 3. 6 afterw ards -

In 1999, JianXue'' presented a class of feasible meth—
ods containning some of parameters for solving nonlin—
ear inequality constrained optimization problems, At
each iteration, the algorithm generates the search di-
rections by solving only one Q P in small scale. The to—

tal algorithm can be seen in Reference[7].

3 Subfeasible and strongly subfeasible meth-
ods

Though the feasible methods’ "> *! overcome the
87



shortcomings of penalty function methods that the it-
erative points are infeasible, the calculation of a feasi—
ble initial point increases the amount of com putation of
these algorithms since a feasible point is usually ob-
tained by solving an auxiliary optimization problem. To
overcome this new problem, Jan ] B” set up two
new kinds of methods, i. e. subfeasible ( direction)
methods and strongly subfeasible (direction) methods
Jian studied

supertlinearly convergent algorithms in these ideas in

with arbitrary initial point. Furthermore,
References [4~ 6]. These algorithms are given below.
Algorithm 3. - Jian subfeasible method”’
Step 1
initial point x' € R', functions f = Qx") = max {0,
fi (xk),je 1},j€ 1. Others are similar to Step 1 of
Algorithm 2. 3.
Step 2 It is similar to Step 2 of Algorithm 2. 3,
but it doesn 1 stop untillldbll+ Qx*) = 0
Step 3 Compute updating direction di. Let
L= (€ 1fi(x)+ g(x)do= T= O)),
A= (g(").JE L),
if det (4f Ac) = 0, then go to Step 5, else compute
di= — A (AF Ay I - Q)+
Il X)) e+ T},

Select parameter ke 10,17, arbitrary

= (g€ By = - (Al A (go(x)
Bkcﬁ)) S = E _f
=N

k

Step 4 Do seeking search. Lets = 0, if(Xxk) =
Gs= 1, KQx)> 0. if
(1- s)go(x")'d6< (1= s)min{— IdbII", — ldb+
&My fo(xk+ a*o+ )< fo(x)+ nlldblFQx*) +
Too () db, 1 X+ dor db) — O - TN+
Q)" »VJE 1,
then letA« = 1, go to Step 7; Otherwise, go to Step 5.

Step 5 Calculate a solution (@k,qk) of the follow—
ing linear program problem,

min0,

st g e= Qi)+ 0./ (x)+ g(x)q
< Qx)+ 0,j€ [, - K ¢g< Lj= 1,2;~.n
10k = 0, then X' is a K-T point of Problem( L. 1),
stop- Otherwise, let d= ¢.di= 0, 2o to Step 6.

Step 6 Do line search. Find the first numberA« of
the sequence { LUU, . } satisfying

(1= s){fo(x+ Adb) - fo(x*) - A D)< 0,

i+ Adb) - Q)<< Vb,V j€ I

Step 7 1t is the same as Step 7 of Algorithm 2

The non-degenerate Assumption 2 1 for Algo—
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rithm 3. 1is that the vectors {gi (x)j: fi(x)= Ox))

are independent for each x€ R . Note that(Xxk) = 0,

if and only ifx'€ X, and in view of Steps 4 and 6, we
know that the iterative point x*€ X (V /&= t) whenev -
er somex € X.

Theorem 3. 2 (i) Let Assumptions 1. 2 (i) and
2. 1 be satisfied. Then Algorithm 3. 1is globally con—
vergent.

(ii) Suppose thathﬁ@ X = x00x") = o(lldbll,
and Assumptions 1. 2,2. 1 and 2 6 all hold true. Then
Algorithm 3. 1 does not go to Steps 5 and 6 fork large
enough, the step sizeA«= 1, and it is one-step super—
linearly convergent.

Under the assumption that matric set {B«} are u—
niformly positive definite, References[4, 6] had moved
away the auxiliary direction ¢ to make the algorithm
more perfect and independent in theory.

Algorithm 3. 3— Jian subfeasible method without
auxiliary direction"’

Forx € R', define Qx) = max {0,f(x),j €
I}. The non—degenerate Assumption 2 1is that vec—
tors {gi (x): fi (x) = Qx) )
Let

are linearly independent.

D(x) = diag(Qx) - fi(x).j€ 1),0(x) =
(N(x)'N(x)+ D(x)) 'N(x)".

Step 1  Choose an arhitrary initial point x' €
R', a symmetric positive definite matrix Bi, parame—
ters U, X6 (0, 1), T& (0,0.5),¢> 0; functions K=
Qx"),V j€ I Letk= 1

Step2 LetTi= Li= R, Li = I. Solve aK-T
pointC’z; of QP(1. 3),if||ai6||+ O(xk) = 0,thenx"isa
K -T point of Problem(1. 1),

Step 3 Denote the active constraint set of QP
(13) atdb by I .calculate

d= do- k0" e, d =
{O,ifll 0T (7 = Q) >

- 0 (7 - O(x )Z). others.

d= min(L. Iy, £ = d(d B+ Q')

- {1,]6 .

stop.

bl

1+ 10" go(xHlI
VLG )€ K,

0,/€ Nk, 7'~ | 0j€ IE,

Step 4  Find the first numberA« of the sequence

{1,UU ...} satisfying

o'+ Ad + Nd)< fo

Ay

fi(xX+ A+ Nd) - Q<< - R e 1.
Step 5 Letx™ '=

ate a new symmetric positive definite matrix Be 1 . Let
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k = k+ 1, go to Step 2.
Algorithm 3. 4-Jian
method *
Forx€ R ,we denote
I (x)= € Ifi(x)< 0.k (x)= I\
(x),Qx) = max{0,fi(x), /€ I},

I(x)= € 1€ I (x).fi(x)= 0 orj€
Lo(x).fi(x)= Qx) ).

The non-degenerate Assumption 2. 1 is that vec-
tors g ( ‘ JjE€ I(x)) are linearly independent for any
x€ R'. Jan'in 1996 further used the idea of strong—
ly subfeasible (direction) methods to study SQP type
algorithm,

strongly subfeasible

such that the feasibility is monotonously
non-decreasing during the process of iteration, i e. ,
I XHer .

Step 1
R' ,a symmetric positive definite matrix B1 , parame-
tersc, 2 (0, 1),¢> 0O Ietk= 1.

Step2 LetTi= Li=,Li = I,LI= I (x"),
K= 1k (Xk), and functions

b= Qx),ije £, 8= 0,ifj€ I
Calculate a K -T point db of QP(1. 3),if lldbll+ Qx")
= 0, thenx'isaK-T point of Problem (1. 1), stop.

Step 3 Calculate directions p*, d' :

: o L
Choose an arbitrary initial point x €

p = d - ded = - O{des T -
H(x")2y,
where ,
U - Zﬁ] max {0, 1,V = minfe,IldbIlYy,d =
Vi(d) Bedo+ Q)"
1+ U ’
= U f k= e L (N K
g(x) = Qx')),

L= € I (D i)+ ) do= 0},
Qx) - fi(x").jE I,

T - neh.e f
5 _ ) L€ L, 7 fiG"+ do),jE I,
" o€ 1\k "7 0,/€ NE,

D= diag(Di,j€ 1), "=~ Qg@').0 =
(NN + Do)y 'N (.

Step 4 Line search. (i) If
fo(x'+ do+ di) - fo(x")<< 0.2500(x")"p",
fi+ dow di) - Qx' )< - 0.54,5€ 11,
i+ dv+ )< 0,5€ E
then letde = 1,d = dvo+ di ,go to Step 5
(ii) Find the first numberAs of sequence { 1, 2 L
2 %) satisfying
fo('+ Ap) = fo(x' )= 0.3 (g0(x") P+ Q')
JEAE S 20024 5A # 9KF 24

filx'+ ap) - QX< - 03d,je E;fi(x'+
A< 0,j€ E . Letd = p',go to Step 5.

Step S Letx '= x"+ Md' | produce a new pos—
itively definite matrix Be 1. Letk = k+ 1, go to Step
2.

To analyse unitedly the convergence and superlin—
ear rate of convergence of Algorithms 2. 8, 3.3, 3. 4,
suppose,

Assumption 3.5  Sequences X" and {d} are
bounded, { B«

Theorem 3. 6 (i) Let Assumptions 1. 2(i),2. 1
3. 5 be satisfied. Then Algorithms 2. 8, 3.3 and 3. 4

are all globally convergent.

} 1s uniformly positive definite.

(ii) Assume that Assumptions 1. 2 (i,ii), 2 1 and
3. Shold. Then Algorithms 2 8, 3.3 and 3. 4 are all
strongly convergent.

(ii1) Suppose,in addition Assumptions 1. 2 (i,ii),
2. 1and 3. 5, that Relations (1. 11) and ( L. 14) hold
true. Then Algorithms 2. 8, 3. 3 and 3. 4 are all one-

step superlinearly convergent.
4 Feasible method for general constraints

The algorithms introduced above are all limited to
optimal problems with inequality constraints, i e. F
. In 1995, Jian"' extended the SQP method and pre—
sented a“ feasible descent” algorithm for equality and
inequality constrained optimization problems. The basic
idea is to convert Problem (1. 1) into an inequality
const rai ned pm})kj;n' It is showed in the following.

min (Fo(x) = fo(x) - Zﬁjjff(X)|ﬁ(x)< 0.
cL=1U J).

Algorithm 4. 17/

Denote

Xe= (x€ RIfi(x)< 0,€ L}, I(x.¥= {j

€ 1l - fi(x)< XU J.
The non-degenerate Assumption 2 1 is that vectors
@ (x)| j€ I(x,0)) are linearly independent for any x
c X .

Step 1 Choose initial point x € X and matrix
Bi, parametersM,W,XX> o VWs 2 fe (2,3),T
€ (0,0.5.,U¢ (0,1),k= LB= 0,V € L.

Step 2 Use pivoting operation to generate Lk
I(Xk,W) such that det (NkTNk)> W | where N«
(g ().jE Ir).

Step 3 Update parameterc , Calculate

& = —- 0go(x"),0 = (NiN«)'Nl & =
min{_/;',je J,
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a-1= - o+ X

Ck- 1, \

“= max{X— G,a 1+ X},Gf—l <-a+ X

Step 4 Let Tr= J,Li= R, Li = I(x*W),c=
a, solve QP(1.3) to get aK-T pointdé CIfdb= 0,
then X is a K-T point of Problem (1. 1), stops if db
does not exist or ld6ll> 1, then go to Step 7.

Step S Compute

d= d- ldl'gledi= VF (')d.
If

I < M0 min{- ", - 11411

then go to Step 6. Otherwise, go to Step 7.

Step 6 Calculate k = {j € Lilfi(x") +
g (X'dh= } and

d= - ||cf||e+ 7.7

(x + d).j€ Ik,
- 0,/j€ Lk \Ix,

it 11> 111, then letd@ = 0. Go to Step &

Step 7 Find a “ first-order” feasible descent di-
rectiond ,letd* = 0,00 = V F, (x*)"d".

Step 8 Calculate the first numberA« of the se-
quence { I,U,U' ,~ } satisfying

F (X + Ad'+ Nd)< F (X)+ Mo, fr (x*+
A+ NI 0V jE L.

Step 9 Tt is the same as Step 6 in Algorithm 2
2

The convergence and superlinear rate of conver—

gence of Algorithm 4. 1 are similar to Theorem 2 7.
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