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One Property of the Singular Values of Matrix
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Abstract
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A new result about the relation between the singular values of an arbitrary matrix and

those of its submatrix, which is called generalized interlacing theorem, is presented.
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As to the singular v alues, thereis interlacing theo—
rem in Reference [1]. And it comes from Cauchy in—
terlacing theorem:

Let A€ C" "be a given matrix and 41 be the ma-
trix obtained by deleting any one column from 4. Let
W} denote the singular values of 4 and {0:} denote the
singular values of 41, both arrange in non-ncreasing
order

(i) Ifm= n, then

W= 0= W= 0= .= 0, = W= 0

(i) Ifm < n, then

W= 0= W= 0= .= W= 0,= 0.

If a row of 4 is deleted and replaced with a col-
umn, the inequalities associated with the two cases (i)
and (i1) are interchanged.

But what happen to the matrix 4 and its subma—
trix A1 which is obtained by deleting any one row and
the same columY We try to work out this question in
this paper, and an application about some normal ma-

trix es is obtained.
1 Results and Application

Firstly, let us introduce the result of Reference
[1] on Cauchy interlacing theorem.

Let 4

be a Hermitian matrix, 41 be the submatrix of 4

Lemma 1 (Cauchy interlacing theorem)

which is obtained by deleting some row and the same

column from 4.A1 A2+ A are the eigenvalues of 4 in

increasing order. _1,_2,"* ,_n- 1 are the eigenvalues of
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A lin increasing order, then

)\1< _l< < }\n— l< _n—l< }\n.
Let A€ R be Hermitian andz€
If the eigenvalues of 4 and 4 +

Theorem 1
R' be a given vector.
zz' are arranged in increasing order

A Aot s A,

We have

M(AS M(A+ zz )< << M (A)<< (4 +
ZZT).

Proof Sincezz'is a positive semidefinite matrix,
we obtainA (4)<X N(A+ zz') andN(A+ zZ' )<
Ai 1(A) (seein Reference [1]).

We show our results as follows.

Theorem 2 IfBE R“ " is a matrix, {W}f: 1 are
the singular values of B and {0: }f: ! are the singular val—
ues of Bl= B(1,-- ,i— 1,i+ 1,--- k) which is a ma—
trix by deletion of theith row and theith column of B,
and both are arranged in increasing order, then there
exists the sequence of nonnegative real numbers
{Ki}£ | which satisfies

W< k< W . W < ke W,
meanwhile,

0 K 0 << O =< Kio1.

Proof Denote the singular values of B

WW ... WwhereW= 0,i= 1,2, .k,
and {W} are arranged in increasing order.

That is, the dgenvalues of Hermitian matrix BB
in increasing order are
Furthermore, let D= BB andD1= D{1,2,- ,i-
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1,i+ 1,--- ,k} which has the same meaning as B 1,
then D1= B1B1 + ZZT, where

z= (Biubu- b 1o i)
And K%,K%,--- ,K/%—I are the eigenvalues or D1in in—
creasing order. K== 0,i= 1,2, ,k— 1.
to Cauchy interladng theorem'', we get

W< ki< << K< W

According

or
W< K< << K- s WL
On the other hand, let the eigenvalues of B 1B I bebi,
9%,--- ,sz- 1 in increasing order, whereli= 0,i= 1,2,
-+ .k — 1. According to Theorem 2, we get
0 K< 05<< << 07 << Ki-
or
I K< O< -
Remark 1

Theorem to be generalized interladng theorem. Fur—

< 0k << Ki-1.

For convenience we call the conclusion of

thermore, these inequalities can not be combined into

one. For example,

A:[ 0 1(1,A1= [01,

-1
whereW= W= 10,= 0

That is, it can not be showed that they are in an
inequality as Cauchy interlacing theorem, but they can
be described as generalized interlacing theorem.

Now let us use the result in Theorem 3 to get the

following result.

Theorem 3 LetBE R and B be normal and the

submatrix B 1, which is obtained by deleting some row

and the same column of B, is normal. {Ai}i- 1 are the
eigenvalues of B in modulus increasing order and

{ i) ! are the eigenv alues of B 1in modulus increasing

order. Then there exists the sequence of nonnegative

real numbers {Ki }i: ! which satisfies

< K< << < e [ K = [
and

‘_1|< K<< |_2‘< e <L ‘_)17 << K-,

Proof Since that the modulus of the eégenvalus—
es are just the singular values, we can get the conclu—
sion according to Theorem 3.

Apparently, the theorem fits to Hermitian and
skew —Hermitian matrixess And the normal matrix
plays an important role not only in economics but also
in physics
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